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TL;DR

• Deep probabilistic programming provides a vision for accelerating deep
learning research with probabilistic primitives.

• However, it limits research flexibility. It is also an open challenge to
scale PPLs to >50M parameter models and multi-machines.

• We describe a simple approach for embedding probabilistic
programming in a deep learning ecosystem. Name: Edward2.

There are only two ingredients: 1. random variables for specifying models; 2.
tracing for manipulating models for computation.

1. Random Variables

All computable probability distributions are Python functions (programs). Typically,
it executes the generative process.
Programs compose Edward random variables. Random variables are TensorFlow
Tensors augmented with distribution methods such as log_prob and sample.

2. Tracing
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Tracing wraps a language’s primitive operations. A tracer intercepts control just
before those operations are executed.
Example: make_log_joint_fn. Get density function given the generative process.
(This is core to probabilistic inference, e.g., MCMC and variational methods.)
Example: mutilate. Get model with causally intervened variables.
(This is core to causality, e.g., planning, counterfactuals, transfer.)

Model-Parallel Variational Auto-Encoders

With low-level flexibility, Edward2 lets you specify communication primitives for
model-parallel computation.

Image Transformer

Most PPLs focus on a unifying model representation (e.g., generative process). In
Edward2, you can use other represenations.

High-Quality Image Generation
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(left) VQ-VAE on 64x64 ImageNet. 6-layer Image Transformer prior; 4-layer
conv/deconv encoder/decoder.
(right) Image Transformer on 256x256 CelebA-HQ. 5 layers.

Learning to Learn by Variational Inference by Gradient Descent

In Edward2, “inference algorithms” are simply numerical operations. You can take,
e.g., gradients through them for flexible research.

No-U-Turn Sampler

100x speedup over Stan (CPU). 37x over PyMC3 (CPU). Negligible overhead over
handwritten TensorFlow code.

Where are we going next? Ask!
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