
New state of the art on the full 700k data points of 
the flights benchmark (passive learning).

Toy regression active learning where data can only 
be acquired within two bands.
Deterministic network and BBB overfit. NCP gives 
high uncertainty estimates for OOD data.

Bayesian neural networks (BNNs) provide 
uncertainty estimates by modeling a belief 
distribution over weights.
Only trained on training data → uncertainties 
may be arbitrary for out-of-distribution (OOD) 
inputs as the weight belief can generalize in 
unforeseen ways.
Contribution. A simple, scalable strategy to 
train an uncertainty-aware model towards high 
uncertainty on OOD data.
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Reliable uncertainty estimates enable faster active 
learning on several tasks (see the paper).
Select data points by expected information gain.

Flight delay regression data set, 700k data points.
Models with NCP improve while the BNN without 
NCP severely overfits to the training data points.

Ideally, we can select the BNN prior to assign 
high uncertainty to OOD data.
Expressing priors in weight space is difficult.
Instead, define the prior in data space:

1. Inputs: add noise to mini-batch (will be OOD 
near data set boundary).

2. Set prior on variables such that predictive 
variance is high on these OOD inputs.
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